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Abstract 
 

The purpose of this study is to improve the 
distance laboratory learning by investigating 
how cognitive learning of remotely located 
systems develops under varying modalities. The  
three specifically defined research objectives 
are: (1) study the effects that the audio-visual 
modalities and their properties have on the 
understanding of remote systems; (2) study the 
effects the visual augmentation have on the 
spatial cognition, spatial visualization and 
interaction with remote systems; and (3) study 
the effects the lack of instructors have on online 
learning. Our purpose is  to address the current 
limitations and fundamental deficiencies in 
online laboratory education: perceptual 
discrepancies, dispersed source of information, 
and lack of interactions with teachers. Two 
geographically separated schools (about 2,430 
miles apart), Drexel University (DU) in 
Philadelphia, PA, and Arizona State University 
(ASU), situated in Tempe, AZ, were involved in 
the design and testing of user interface for the 
online laboratory. Results suggest that online 
laboratory learning can be substantially 
enhanced by the use of even the simplest form 
of artificial graphical information and most 
students prefer having an instructor present even 
if the lab is taught online. The implications from 
this study can be used to benefit many schools 
that offer online lab courses.  
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Introduction 
 

A current trend for manufacturing industry is 
product miniaturization, high precision, remote 
monitoring/control/diagnosis, and information-
integrated distributed manufacturing systems[1, 
2]. The key is the notion of E-Manufacturing, a 
new paradigm in manufacturing industry where 
the execution of design, production, and control 
is integrated with the information network and 
the knowledge management platform [3-6]. The 
technical advances, especially the Internet, have 
been the major driving force[7, 8]. In tune with 
the trend, the web-enabled robotic production 
systems have been under development at Drexel 
University[9-11] via a highly advanced form of 
web-enabled systems. Funding for the 
development has been provided by the federal 
government (the National Science Foundation) 
and a private company (Yamaha Robotics Co.).  

 
Over the last decade, web-based education has 

become commonplace among colleges and 
universities[12]. Nationwide, in 2001, 90% of 
public institutions offered distance-education 
courses and over 1.6M students took at least one 
of these courses[13]. Recently, universities 
across the nation began offering web-based lab 
courses, where the workings of equipment can 
be observed and controlled in real-time over the 
Internet[14-17]. Online laboratories allow 
multiple institutions to share expensive lab 
resources, while providing convenience and 
flexibility to students with scheduling 
conflicts[18-25]. At the same time, U.S. 
colleges and universities are challenged to 
contain and even reduce the technology costs, 
while responding to the expectations of the 
“New Millennial Generation” to upgrade 
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educational systems. One suggestion is to focus 
on new and innovative models for facilitating 
collaboration. The implications are clear. A 
majority of more than 3,500 colleges and 
universities in the US that have fewer than 
2,000 students cannot afford to make costly, 
recurring investments[22-29]. The benefits of 
remote laboratories range from defined and 
anticipated to unexpected and extensive[26]. In 
a global scope, this concept holds enormous 
potential for mitigating the limitations of single 
academic programs, the resource constraints to 
support laboratory modernization, and the 
difficulties in duplicating expensive lab 
facilities at multiple locations by allowing the 
sharing of lab equipment. The basic idea behind 
using the Internet is “you will never be far away 
from the laboratory” with access to the 
laboratory from anywhere, anytime. 

 
Despite the potential benefits, there are several 

limitations in the learning of online laboratories. 
The fundamental understanding of the effects 
that the discrepancies between the presence & 
tele-presence systems have on the processing of 
perceptual information is inadequate. In order to 
properly  perceive  and understand the workings 
of the remotely located laboratory, an adequate 
form  of  visual & auditory  feedback is required. 
Since students are physically separated from the  

lab and instructor, there  should  be a  venue that   
conveys the necessary information to students in 
lieu of the instructor’s role in laboratory 
education. The innovative means of transmitting 
a high degree of realism over the Internet and a 
new form of information interface will narrow 
the gap between the presence and the tele-
presence systems. This will greatly reduce the 
information processing time, cognitive fatigue, 
and the difficulties associated with 2D images. 
This can also expand the scope of experiments 
that can be carried out online, hence 
considerably improving the quality of distance 
laboratory learning. Otherwise, online 
laboratory experience is more likely limited to 
the rudimentary knowledge acquisition. In this 
context, this paper focuses on the design and 
testing of user interface for the online laboratory 
course. MET 380 Robotics & Mechatronics was 
offered in the fall of 2005 at DU in Philadelphia, 
Pennsylvania, while IEE 563 Distributed 
Information Systems was taught at ASU in 
Tempe, Arizona. The students at both courses 
were involved in the operation of remote robotic 
systems over the Internet (Figure 1). Since two 
schools are more than 2,430 miles apart, the 
geographic separation offered an unique 
opportunity for online laboratory learning 
experience. 
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Figure 1. The schematic of web-enabled production systems and the  

online lab experience at two universities. 
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Laboratory  Development 
 
To develop a successful online laboratory 

infrastructure, a minimum of three stipulations 
needs to be satisfied: (1) web-accessible 
production equipment; (2) web-enabled 
monitoring systems; and (3) web-based decision 
and control functions. The systems developed at 
Drexel University contain highly advanced 
production equipment, all of which can be 
accessed through the Internet Protocol (IP) 
addresses. The entities have been integrated 
within the Drexel’s Local Area Network (LAN) 
networks in the form of web-enabled systems, 
such as the SmartImage vision systems from 
DVT Company. The cameras are Ethernet-based 
and self-contained with a lens, a LED ring 
lighting unit, FrameWork software, a flash 
memory and an A/D converter. The camera can 
be accessed over the network through its IP 
address and a port number. Any image 
processing, inspection, vision guidance and 
quality check can be set up remotely, through 
instant updates on system parameters over the 
network. The cameras contain a breakout board 
with eight I/O ports, which can be hardwired for 
transmitting 24V signals based on the quality 
control criteria (i.e., Fail, Pass, and Warning). 
Also, descriptive statistics can be sent over the 
network in the form of text strings using a data 
link module (e.g., number of features, area, axis, 
pixel values, and other user defined 
characteristics). A Kistler CoMo View Monitor 
has connectivity with various types of sensors, 
including a high sensitivity force transducer for 
micro scale assembly force analysis and a linear 
variable displacement transducer (LVDT) for 
dimensional accuracy check with 1-micron 
repeatability. The CoMo View Monitor is to 
create web-enabled sensor networks for process 
monitoring   and   subsequent   decision  making.  

 
 
 
 
 
 
 

The Yamaha YK 250X SCARA (selective 
compliance assembly robot arm) robot is 
particularly suitable for pick and place or 
assembly operations with a high degree of 
accuracy and speed. It has the repeatability 
along horizontal planes of +/- 0.01 mm (+/- 
0.0004 in.). For part handling, a variable speed 
Dorner 6100 conveyor system is connected with 
the robot’s I/O device ports in order to 
synchronize the conveyor with the motion of the 
robot.  

 
The robot’s RCX 40 controller is equipped 

with an onboard Ethernet card, an optional 
device for connecting the robot controller over 
the Internet. The communications protocol 
utilizes TCP/IP (Transmission Control 
Protocol/Internet Protocol), which is a standard 
Internet Protocol. The unit uses 10BASE-T 
specifications and UTP cables (unshielded 
twisted-pair) or STP cables (shielded twisted-
pair) can be used. PCs with Internet access can 
exchange data with the robot controller using 
Telnet. Once the connection is established, 
programming and controlling of robot can be 
conducted remotely. One drawback to this 
approach is the lack of auditory/visual 
communications between the robot and 
remotely situated operators. To counter this 
problem, the Telnet procedure has been 
included in the Visual Basic codes to develop an 
application program interface (API), including 
windows for robot control, a machine vision, 
and a DLink DCS-5300 web camera (Figure 2). 
The connection between the API and the 
systems was established by the utilization of 
Winsock components and various ActiveX 
controls that communicate through IP addresses. 
The API improves the visualization of robot 
operations, while provides enhanced 
controllability to the operators. 
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Figure 2. Snapshot of the API for remote 

control of SCARA robot, machine vision and 
web camera. 

 
Cognitive  Understanding  of  Tele-Operation 

 
Tele-operation requires much mental effort, as 

opposed to the direct method, due to the limited 
ability of sensors to provide a complete and 
accurate view of reality[30]. Tele-operation is 
sometimes the only means of accessing and 
manipulating the equipment. NASA has been 
operating space robots and crafts in Mars and 
other planetary explorations[31,32]. Other cases 
include remote bomb disposal, remote flying of 
unmanned aerial vehicles, and remote handling 
of radio active materials. The US IC chip 
fabrication industry performs remote 
maintenance and monitoring of production 
equipment installed in other countries without 
having to send their engineers overseas when 
problems arise[31,32]. Remote monitoring of 
critical structural systems, such as railway and 
bridges in earthquake prone countries, has been 
implemented with great success[33,34]. In tele-
operations, the overall effectiveness of the tasks 
can be significantly improved by the use of 3D 
models. Humans recognize the targets faster 
when using a 3D visual cue because of the depth 
perception[35]. If 3D sound is combined, it 
further reduces the mental effort[36-38]. The 

acoustic signature emitted from the working 
components carries a multitude of information, 
such as the speed of actuators and the strain of 
articulated linkages under dynamic loading 
conditions. Stereo sound is important to sense 
the direction of approach and exit, which is 
critical to prevent injury or collision of 
equipment. Further addition of sensory 
augmentation demonstrated significantly 
enhanced operation effectiveness[39,40], and 
reduced cognitive fatigue resulting from remote 
operation[41]. In tele-robotics, the efficacy of 
stereo vision over the conventional 2D video 
has been proven by many researchers. Though 
much research has been done, challenges remain 
in operating robot remotely and it is an active 
research area[42,43].  

 
The combination of computer generated 

graphics and the real world is called augmented 
reality (AR). The graphical overlays are 
generated using software and combined with the 
video images of real objects, which enhances a 
person’s perception of their environment 
because of the additional knowledge provided in 
the form of synthetic sensory information[44, 
45]. AR is an emergent class of interface that 
presents compelling possibilities for advancing 
spatial visualization. Recent research provides 
evidence that AR holds cognitive advantages in 
spatial knowledge acquisition for learning when 
compared with traditional desktop 2D 
interfaces[46]. It differs from a virtual reality 
where the operators are presented with a 
computer simulated, artificial, and oftentimes 
simplified version of the real world[47]. 
Wearable augmented vision systems can already 
be found in automotive, aerospace, medical, and 
military applications. By overlaying see-through 
information on user’s vision, the operators can 
concentrate on the work with increased 
productivity, precision and quality, rather than 
trying to search and access necessary 
information needed for the tasks [48]. The 
applications of AR in education show a rapid 
expansion in a multitude of educational settings. 
In tele-robotics, various data (e.g., process plan, 
assembly sequence, part handling data, product 
specifications, robot work envelop, required 
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Robotics & Mechatronics, was offered in the 
fall term of 2005 at Drexel University in 
connection with IEE 563 Distributed 
Information Systems course at ASU. In the class, 
students in MET 380 spent 8 weeks on 
laboratory experiments in order to get familiar 
with the topics in robot workings, operations, 
programming, and sensor integration. 
Experiments utilized three Yamaha robots for 
pick & place operations, a machine vision 
system for part inspection, web cameras for 
monitoring, and integration of various sensors. 
One graduate student from ASU programmed, 
debugged, uploaded, tested, and remotely 
controlled the robot over the Web. The web 
cameras sent image sequence to the remote 
users. With the built-in microphones, auditory 
feedback was also provided to the students. The 
series of experiments enabled students to 
understand how computer and Internet-based 
technologies can streamline the dispersed, 
remotely operated manufacturing systems. The 
last two weeks of course were dedicated to the 
specifically designed online robotic experiments 
for both schools. As depicted in Figure 3, the 
experiments involved two web cameras for front 
and side viewing. The students, sitting remotely 
from the robot, were asked to use the two 
viewing windows on a PC and to command the 
robot to move onto the pick point, followed by 
the place point.  The vacuum suction cup was to  

assembly force and positioning tolerance) can 
be projected to the robot images to facilitate the 
understanding and visualization, to reduce 
fatigue, and to enhance the accuracy of the work.   

   
Online  experiments 

 
The possibility of remote connection to the 

equipments would help students from different 
universities to work on the lab equipment 
without physically being present. This would 
help sharing the resources for better educating 
students. Many studies have similar concepts in 
terms of conducting experiments remotely[30-
35]. However, the development presented in this 
study employs only the latest production 
equipment, hence more practical education can 
be delivered to students. One of the students’ 
comments regarding the course is as follows: 
“this course was more hands-on and we learned 
by doing. We worked with one of the latest 
Yamaha robots in a state-of-the-art lab. We 
really try to focus on what’s presently 
happening in industry. This will help us become 
creative engineers in the future.” This comment 
agreed with other students’ perspective towards 
the course.  

 
The online lab exercises were designed to 

extricate meaningful outcomes from the stated 
research problems.  A new lab course, MET 380  

  

                           
 

Figure 3. Experimental setup for online laboratory exercise. 
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be positioned directly over the two points in 

Assessment  &  Concluding  remarks 
 

ith the increasing number of new and 
c

 

order to measure the positioning accuracy. The 
exact coordinates of two points were recorded 
prior to the experiments, and the students were 
asked to record their robot’s positions for each 
point. The overall time to complete the task was 
also measured. In order to provide additional 
graphical information, a simple form of arrows 
corresponding to the orientation of robot’s +X 
& +Y axes was provided. The viewing windows, 
therefore, provided the live image streams of the 
robot operations as well as the graphical 
representation of robot’s axes. The experiments 
demanded constant visual attention from the 
operators, due to the lack of depth perception.  

 

W
omplex technologies that can be used in 

distance learning, there is a need for an effective 
assessment in the use of new technologies for 
distance education. It is interesting to note the 
positive claims for distance learning 
technology[49-51] and a number of negative 
reports[52-54]. As suggested by Clark[55], the 
authors developed an assessment   questionnaire   
with  a separate consideration  of  user  interface  
 

as well as delivery and instruction technologies. 
The assessments were designed to extract 
students’ opinions on the visual modality, the 
augmented reality in remote operation, the 
delivery and instructional technologies in online 
lab. The students at DU were formed into two 
groups, each consisting of 13 students. The first 
group conducted the experiments using two 
viewing windows (web-cam images) and a teach 
pendant for robot control. Since students had 
been using a teach pendant in the previous 
experiments, they were accustomed to the 
workings of the teach pendant. The second 
group used the same viewing windows on a PC 
but with a computer based robot control 
interface that they had never used before (Figure 
4). By changing the mode of robot control, the 
first group was only exposed to a different 
visual/audio modality (present vs. tele-present), 
while the second group was exposed to not only 
the shift of visual/audio modality but also the 
control method. Each group received the 
customized questionnaire right after the online 
experiments. The first set focused on the 
adequacy of visual/audio modality and the 
effects of augmented reality. The second set was 
intended to evaluate the comparison between the 
delivery and instructional technologies.   

 
 

Figure 4. A snapshot of the viewing windows and the robot control panel. 
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A part of the compiled results from the first set 
 illustrated in Table 1. Each question was 

a

arding the graphical 
information provide interesting insights towards 
th

ot 
and know exactly where to place the hands 

is
ccompanied by a comment section, which is 

not fully shown in the table. For most students, 
the visual representation scheme seemed to 
appear adequate. Most found that the 
experiment was not difficult to perform and 
some even enjoyed the task. The students’ 
comments point that more viewing windows, 
adjustable field of view, zoom-in features, and 
3D effects would help their tasks, yet the 
additional visual feedback in representing 
remote systems do not appear to be very critical. 
Most used the two viewing windows 
simultaneously and if they used just one view, it 
caused the robot to miss the mark significantly. 
This phenomenon is typical to the errors 
associated with the lack of depth perception. 
Many indicated that having a third view (the top 
view) would help, however, more views would 
cause confusion or distraction. In order to verify 
the students’ claims, the positioning accuracy 
was analyzed (Table 2). The analysis shows that 
the % error between the correct coordinates and 
the average of experiment data is quite small, 
indicating that students have performed well. 
For the question regarding the expenditure of 
mental effort as opposed to the direct viewing, 
about 60% of students felt that remote 
operations demanded a greater degree of 
concentration because the robot is viewed at an 
angle. Watching movements on the screen 
appeared to them somewhat unnatural, and  
students  need to take some time and practice to 
get used to it. Also, many have agreed that 
having 3-dimensional views of the remote 
system would help the mental task, while 
leading to a less error.  

 
The comments reg

e benefits of augmented information. The 
verbatim comments are indicated as follows:  

 
1. This helped you better maneuver the rob

of it;  

2. I would find the operation nearly 
impossible to achieve without these 
graphics; 

3. I realize it was a simple experiment, more 
movement and turns would require more 
concentration and deliberate moves; 

4. The x, y coordinate axes helped so you 
knew which axis to move the robot along 
to get to the points;  

5. It helped me choose which button (e.g., 
+X or -X) to use to cut down my time. 

 
In other words, any specific tasks such as 

driving a robot along predefined paths for 
assembly operations would require a high level 
of mental concentration due to several factors: 
(1) the difficulties in understanding of robot 
position with relation to the surroundings; (2) 
the small image size and the relatively confined 
field of view; (3) the cognitive fatigue in 
visualizing the 2D web images into 3D robot in 
terms of its orientation & direction of robot axes. 
This implies that in order for the online lab 
course to be more effective, the sensory 
feedback (audio/video feedback) to the remote 
users must be customized to suit the given tasks.   

 
Table 3 represents the results from the second 

group. Most students found that the user 
interface is adequate and easier to use, as 
opposed to their already familiar teach pendant 
method. The computer based menus and buttons 
appear to them naturally, as if Windows-based 
graphical user interface. It also revealed that the 
time lag in the networks was the most 
frustrating factor to the students. Even though 
the students felt the experiment was not difficult, 
they preferred having an instructor present, in 
case of problems that might occur. It was 
interesting to note that, even after 8 weeks of 
familiarization, students still feel not confident 
about their knowledge on robot programming 
and commands. Therefore, they preferred 
having lab manuals or web-based instructional 
materials handy. Regarding the question about 
conducting the lab over the Internet, students 
feel that being in front of the robot and doing an 
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Table 1. The results of students’ questionnaire from the first group (N=13). 

 
Category Question Feedback 

How useful is this visual representation  
scheme to you in terms of operating the  
remote robot? 

□ Very useful (31%) 
□ Useful (31%) 
□ Somewhat useful (31%) 

In order to operate the robot, I used two  
display windows simultaneously 

□ Very often (23%) 
□ Often (46%) 

Would you prefer having more display 
 windows (e.g., addition of top view)? 

□ Strongly Agree (31%); □ Agree 
 (23%);  
□ Neutral (23%); □ Disagree (15%)

Would you prefer having an adjustable  
field of view (zoom-in & zoom-out features)?

□ Strongly Agree (23%) 
□ Agree (46%) 
□ Neutral (31%) 

Would you prefer having 3-dimensional  
views of remote system, instead  
of 2-dimensional display windows? 

□ Strongly Agree (38%) 
□ Agree (31%) 

Do you think you performed well? □ Strongly Agree (31%); □ Agree 
(38%) 
□ Neutral (23%) 

The remote  
system (SCARA  
robot) was 
 represented by  
two display windows 

Remotely operating the robot required me 
 a greater degree of concentration and  
expenditure of mental effort as opposed to 
 the direct viewing:   

□ Strongly Agree (15%) 
□ Agree (46%) 

How useful was the additional graphical  
information, while operating the robot  
remotely? 

□ Very useful (46%) 
□ Useful (38%) 

The remote  
system was 
augmented by 
additional 
information 

What additional information do you wish 
 to have that may help improve the 
operation of remote system? 
 

Z-axis camera; Make the lens 
more focused, blurriness can cause 
eye fatigue; More cameras, and 
reduce lag between robot and 
video screen; Maybe have a Z-
coordinate to illustrate Z+ and Z- 
for up and down; If we add help 
section that explain commands, 
which use command line to control 
the robot; I think the student can 
learn more easily by using the help 
(web), etc.  

 
Table 2. Analysis of experiment data for positioning accuracy. 

 

X (mm) Y (mm) Z (mm) X (mm) Y (mm) Z (mm)
Correct Coordinates -1.00 117.58 63.00 80.41 201.53 63.00
Average of Experiment Data -0.74 118.69 62.51 78.72 201.54 62.48
Standard Deviation 1.49 2.32 1.17 0.64 1.24 1.16
% Error 26.0 0.9 0.8 2.1 0.0 0.8

Pick Point Place Point
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Table 3. The results of students’ questionnaire from the second group (N=13). 
 

Category Question Feedback 
How easy was this operating scheme in comparison to 
the teach pendant method? 

□ Very easy (54%) 
□ Easy (46%) 

Do you think the user interface for the remote 
operation was adequate? 

□ Strongly Agree (15%) 
□ Agree (77%) 

What features did you like in the user interface? Simple to use controls;  
multiple viewing angles 

What difficulties did you encounter while operating 
the robot remotely over the web? 

Camera lag; delay;  
lack of depth perception; 
camera angle 

Do you think you performed well? □ Strongly Agree (38%) 
□ Agree (54%) 

Would you prefer having an instructor present (in 
order to receive help), while remotely operating the 
robot? 

□ Strongly Agree (61%) 
□ Agree (31%) 

Would you prefer having web-based instructional 
materials handy (such as robot manuals, description of 
the experiment, help menus, etc.), while remotely 
operating the robot? 

□ Strongly Agree (46%) 
□ Agree (46%) 

Delivery 
Technology:  
The robot was 
controlled by 
the commands 
sent over the 
web.  

Remotely operating the robot required me a greater 
degree of concentration and expenditure of mental 
effort as opposed to the teach pendant method:   
 

□ Strongly Agree (15%) 
□ Agree (15%)  
□ Neutral (31%) 
□ Disagree (31%) 

I am already familiar with the programming of robot, 
hence I didn’t need any manual or instructions 

□ Neutral (23%) 
□ Disagree (61%) 

I have enough background knowledge of how to 
operate the robot efficiently. However, it was difficult 
to remember necessary commands in order to operate 
the robot. 

□ Agree (38%) 
□ Neutral (31%) 
□ Strongly Disagree (15%) 

What additional information do you wish to have that 
may help improve the remote operation? 

Manuals; examples 

Assume that you have to take this course online, and 
conduct all lab exercises over the Internet. Do you 
think you would learn equally well as in the classroom 
setting?  

□ Agree (15%) 
□ Disagree (38%) 
□ Strongly Disagree (46%) 

Instructional 
Technology:  
The robotic 
class was 
taught over the 
Internet. 

If you have to take this course online, and conduct all 
lab exercises over the Internet, what suggestions 
would you like to make in order to improve the course 
instruction or labs? 
 

Plenty of examples; clear step 
by step instructions; video 
instructions; improvements in 
GUI 
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experiment would likely teach them more. 
Students indicated that they need hands-on 
knowledge, lots of examples, clearly written 
step-by-step instructions, and plenty of online 
help, and that classroom lectures and 
descriptions always seem to help them learn 
more. Instead of taking the lab course online at 
home, students hope that the class will still meet, 
so that they can ask questions, and preferred 
having the course offered in the computer lab 
with an instructor present. 

 
For the question regarding the expenditure of 

mental effort as opposed to the direct viewing, 
about 60% of students commented that it’s 
about the same or even easier to do it online. 
This is contradictory to the first group, which 
used the teach pendant for robot control. The PC 
based control appear to them intuitively and 
seems to be easier to manipulate the robot using 
a mouse. Except for the problems of delay and 
lack of depth perception, most found that a 
remote operation was an easy task. Overall, the 
online experiments provided interesting insights 
as to how to offer effective lab courses over the 
Internet. Even though the technologically 
advanced systems present seamless web 
accessibility, the specifics in tele-operations in 
line with the accompanying instructions 
multiply the complexity in creating a 
pedagogically effective online lab course. The 
absence of teachers, isolation of students, and 
the lack of detailed lab instructions, seem to 
present much more significant difficulties in 
online lab courses than the audio/visual 
modalities and the types of user interface.    
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